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FOREWORD

The paper is a progress report on efforts to place
a particular retrieval system on a mathematical founda-
tion. The work is not complete in that some serious
mathematical problems are still outstanding. However,
it was felt desirable to record accomplishments for his-
torical reasons and to invite critical reviews hopefully
to gain insight leading to an improvement of the mathe-
matical models for retrieval systems in general.

The authors have made aneffortto minimize the
formal mathematical exposition in the interest of docu-
mentalists with little or no mathematical training.
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ABSTRACT

The report suggests a method of constructing a mathematical
model for the first test of the ABC Storage and Retrieval Systems
and calculates 95-percent confidence intervals for relevance and
recall values.

I1 INTRODUCTION

This progress report on the evaluation of the first-generation
ABC system is divided into five parts. In Part I, the subject is
introducedreference is made to reports previously published on the
project, and the objectives are outlined. A few general remarks on
the application of probabiliszic models to the performance evalua-
tion of retrieval tests are added.

In Part II, the test environment is described. Part III
describes the statistical model on which the analysis of test data
is based. In Part IV, point estimates for the relevance and re-
call parameters of the model are developed. In Part V. we deal
with the accuracy and reliability of these estimates and develop
confidence intervals for recall and relevance parameters of the
ABC system.

In the appendices, various necessary formulas are derived.

A. Background

The ABC System (ref 1), developed by IDl)L* to effect efficient
storage and retrieval of scientific and technical information, has
been subjected to an extensive performance test. The first report
in this series (ref 2) described the test program and setup as
well as methodology, and the second report (ref 3) gave a pre-
liminary statistical evaluation of test results. This third report
of the series discusses a statistical model of the retrieval pro-
cess . developed from a set of definitions and assumptions that
were not refuted by experimental evidence. The model permits a
rigorous analysis of the test data including the approximation of
95-percent confidence intervals for the relevance and recall per-
formance of the system.

The Army Research Office, Scientific and Technical Information
Division, Washington, D. C., supports the develoouent of the ABC
System.
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B, Why a Statistical, Probabilistic Model?

There is a growing literature* on the use of mathematical
models for the description and analysis of information storage and

retrieval systems. So far, the majority of the models suggested
have been deterministic in that they allow one to predict the out-
come of a retrieval experiment with certainty. These models make
use of the fact that certain aspects of information systems ** can

be "mapped" into, or represented by, various abstract mathematical
structures b&3ed on Boolean algebras, topology, lattice theory,
set theory, and related descriptions.

Probabilistic models, on the other hand, have been used to
study phenomena in information systems that obey statistical or
probabilistic rather than deterministic laws. Among such phenomena,
one might mention the number of monthly accessions of a collection,

or the number of users in a given period of time. Obviously, the
outcome of any particular retrieval run observed in our test (say
four documents retrieved, three of which are relevant) also obeys
probabilistic laws in a sense that it might not have been predicted
with certainty.

One of the major purposes of this report is to study these
probabilistic laws, and to specify them. The process of specifi-
cation or choice of a particular statistical model requires ac-
ceptance of a few simplifying assumptions leading to the specific
probabilistic equations )f the model. Once the model equations
have been formulated, estimators for the performance measures

relevance and recall, can be derived and, subsequeatly, the accuracy
of these estimators is determined in terms of confidence intervals.

II. TEST ENVIRONMENT

The test collection consisted of approximately 3650 documents
(journal articles and reports) on solid-state circuits, devices,
and applications. These covered the 1959-1964 period. The sub-

ject area was sufficiently small to permit comprehensive coverage

of the open literature.

An annotated bibliography is given at the ond of the report.

**In particular, systems using computers for storage and/or

retrieval.

***For definition, see Part II and III.
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The main objective was to test the effectiveness of the ABC
dictionary (a KWIC-type index of concise, informative, and indica-
tive document descriptiona in natural English). Two (one long,
one short) dictionaries were used in the test. For the print-out
of the long version, 250 terms were excluded from the permutation;
in the short version, this list of terms was extended to include
numerous noninformative terms; e.g., improvement and development.

A total of 136 questions were used for the test. Thes, con-
sisted of 100 questions based on sou-ce documents and 36 questions
formulated by scientists with a broad overall knuowledge of the
contents of the collection.

Each retrieval run consisted in a single search performed by
a test operator in one of the ABC dictionaries and resulted in a
list of document descriptions. After the search was completed,
the documents corresponding to the selected descriptions were
analyzed by independent umpires for relevance to the question a
hand, and the proportion of relevant documents could then be de-
termined.

On the average, each document description was accessible
(in other words, was permuted in the [WIC arrangement) under about
four to five index terms.

The average number of relevant documents per question was
determined to be 8.20 for the 36 general questions and 8.60 for
the 100 source-document questions. (The procedure for assessing
relevance is described in reference 3, page 6.)

Detailed information regarding test design and procedure are

given in references 2 and 3.

111. DZSCRIPrION OF THE STATISTICAL uirL

A. Notation and Basic Definitions

The following letter symbols are used to denote the basic
parameters and variables of the test.

N a number of doctments available for retrieval in answer to a
question

r n number of documents in the collection relevant to a given
question (or a given set of questions, if explicitly stated)

x a number of documents retrieved in a retrieval run (by a
retrievai operator in response to a given question) relevant
to the question

7



y = number of documents retrieved in a retrieval run not rel-
evant to the question at hand

n=x+y= number of documents retrieved in a retrieval run. Each re-
trieval run (or inquiry) consists of n trials; i.e., each document
retrieved in answer to a question is a trial

x/n = relevance ritio for a retrieval run

x/r = recall ratio for a retrieval run

For the analysis og the test results, N and r are known parameters,
and x, y, and n are random variables observed in the test.

B. Basic Assumptions and Model Equations

Probability Laws for x and y

For a retrieval run yielding n = x + y retrieved docutments, it
was assumed that x and y are independent and Poisson distributed;

therefore,

= x.
g(xjp) =tJ 1

g(yv) - y (2)

where g(xjL) denotes the probability mass function (pef) of x, and
g(yv), the pWt of y. For a given x, g(xip)i3 the probability of
retrieving exactly x relevant documents, and Li is the expected
value, or population mean, of x. A necessary condition for the
independence of x and y Is* that the retrieval of a relevant docu-
ment at any parLicular trial Is independent of the results at pre-
ceding trials. This condition was provided for to some extent by
the test design in as much as relevance was Judged by independent
umpires after the retrieval run was completed.

AThe assumption that x and y are Poisson distrlibted was made
because the Poisson distribution is often applied to the analysis
of rare events involving chance processes, which the retrieval pro-
cess is considered to be: the retrieval of a very few documents

*It can be shown that x and y are independent if and only If n is
Polsson distributed
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from a relatively large collection and whether a trial is relevant
or not being a matter of chance. A more detailed presentation of
rationale is presented in Appendix A.

X tests* were performed on numerous samples to check if the
retrieval data fitted a Poisson distributicn, and no sample tested

gave evidence to refute the assumption.

Probability Law of x given n

Given that x and y are independently distributed according to

equations 1 and 2, the pmf of x, given n documents have been re-
trieved, can be derived (Appendix B), and is found to be binoirial:

f(xln) = (,) p( 1-p)n-x (3)

x

The expected value** of x given n, which is denoted E~xln], is

Efx!n] = np

For any fixed value of x, say x = k, fMin) is the probability of
finding exactly k relevant documents among n documents retrieved.
In a first approximation, we can assume n T r for our tests***

The parameter p can be interpreted as the probability that
a document is relevant given that it is retrieved: therefore, p
represents the precision (relevance) of the ABC system.

Probability Law for n

In a similar fashion, the pm! of n, say g(n), can be derived
from (1) and (2) assuming the independence of x and y; n is ýlso
found to follow a Poisson distribution:

e-x•
C(n) - -n-- - (4)

with mean 1In) - X; ) u t + V

"A comon statistical method to test the goodness of fit of pro-

bability distribution.
1%e expected vaslue or population mean" is the mean of the phe-

noenon being observed, weighted by it6 probability distribution.

For the data analymed, n I r was found to hold for 98 percent of

a)l runs.ro

• *See Appendix B for derivation of g(n). 1



X, the expectod number of documents retrieved, car. be regarded as
a measure of the retrieval effort. Test r:sults show X to be de-
pendet on r; therefore, we will always write X s X(r).

For any •'.xed vs'.,e of n, say n = m, g(m) specifies the pro-
bability tiat exactly m documents will be retrieved.

The validity of (4) was checked for varicus representative
saniv".'s of the retrieval data, using again x2 methods to test the
goolneýv of fit. P-sults s~low (4) to be a good approximation and
also confirmed X to be ..ependent on r.

So far, we have specified three basic probability laws, (1),
(2)y and (4) that allow us co predict, in terms of probabilities.
the outcome of observations of our test variables x,y, and n alone.
Furthermore, (3) allows us to predict a value of x, given that n
has been observed before.

NOw) we would like also to find the probability to observe
.ny fixed value of x and a fixed value of n jointly.

According tc statistical theory, the probability law for the
joi it distribution of x and n is obtained as the product of the
pmf of n and the pmf of x, given n:

h(x, np) = f(xpln), g(n) (5)

Using (3) and (4), we have

h(x~nnp) (x) pX( 1 -p)(n-x) e- X(r)X(r)nh~.np )n.? (6)

The derivation of (6) completes our set of probability laws, which
constitute the statistical model. The reader should recognize that
the preceding section and the appendixes are of crucial importance
in establishing correspondence betwPen the physical world, i.e.,
the test data, and the mathematic-.i mouel for this data. From
here on, most re' lt3 will be obtained by way of analytical dori-
vation with little or no additional information about the physical
world needed; therefore, the usefulness of the results derived
will depend almost exclusively on the soundness of human judgment
leading to the model assumptions and, consequently, tc the for-
mulation of the probabilistic laws. In tne next part, we will be
concerned with the derivation of formulas that can be used to
estimate "X.e parameters of the tcst., in particular, predision and
recall, from observed sample values.
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IV. ESTIMATION OF PRECISION AND RECALL

A. Estimation of Precision p and X(r), the Expected Number of
Documents Retrieved

The method of maxintum likelihood* was used to estimate the
precision parameter p and the retrieval effort X(r) based on a
series of k retrieval runs**.

Using the hat symbol (A) to denote estimators, we find

k

"• i•l~t (7)

Sni

Prerision is estimated from a series of k observations not by
averaging the relevance ratios fxi/nlI), but by averaging xi and ni

separetely.

In similar fashion, an estimator for X(r) is derived:
k

-(r)= = (8)
k

"The expected value of n for a single run is estimated from k ob-
servations of n as the arithmeti'! mean. Since experimental evi-
dence showed X to be dependent on r. the estimation of this
parameter will be based on Limples of n with constant r. In other
words, the model appears to be applicable only to subsets of
data. The same is true o' recall ratio, which is discussed later.

Precision p was introduced in (3) as a basic parameter of the
model.. There.ore p should be independent of r; (7) can be used
to check the validity of this statement. For this purpose, we
ranked the 100 questions based on source documents into 24 groups
corresponding to 24 values of r asserted for them. Ten fo'r each
value of r, p was calculated using (7). Also, a value for p was
obtained by extending the summations in (7) over all data observed
in the test.*** The results are shown in figure 1.

Described in many textbooks on statistics.

**See Appendix C for complete derivation.

Including more than 1000 retrieval runs.

11
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Obviously, p is fairly independent of r in this first approxima-
tion, although a slight tendency for p to increase with r should
not be overlooked.

B. Estimation of Recall

The precision parameter p appeared in our model as the parameter
of the binomial probability law that governs the frequencies of
observing any particular number of relevant documents, given that n
documents have been retrieved. With recall, the situation is dif-
ferent. Since our basic model equations (1) and (2) do not con-
tain r explicitly, the model nannot contain parameters that could
be used to represent recall.* Therefore, we will introduce a re-
call parameter p(r) by definition to be the expected value of the
average recall ratio observed in the test.

Assume we observe the recall ratio x/r for a series of k
retrieval runs with constant r:

xl/r, x2/r, -00., xk/r

Now, let

k k
i~l'yi i•I'i

Yi = x /r; k k kr

Then, we define a recall parameter p(r) as the expected value of
the average recall ratio V:

P(r) E[,V] (9)

*The a model discussed in Appendix E of this report uses a different
basic approach and contains a recall parameter a but no precision
parameter.

13
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Using the method of the moment generating function, E[i can be de-

rived (Appendix DI Section 2) and is found to be:

E[Y] = r(r-) (10)r

p(r) can be estimated using our previously derived estimates 1(r)
and " to have

r r

Using the summations in (7) and (8), we obtain
k k

Pr =7 r-)--
n n

1=i

Since summations of n are over the same sets (r = constant)

of data, they cancel each other and we obtain,

k

P(r) 7k y (12)

For a series of k retrieval runs with constant r, the recall param-
eter p(r) can be estimated to a first approximation by the average
recall ratio j obseived for the k runs. In figure 2, values of
P(r) obtained from (12) have been plotted versus r. In the same
diagram, a second set of values for 6(r) is plotted, which was
obtained from the general formula (11), using the overall systems
estimate for % calculated from all test data. From the agreAment
between the two sets of values, it is evident the choice of A-either
from subsets of data with constant r or from all data-has little
influence on the estimation of recall. The dependence of recall
on r in figure 2 probably stems from the relatively low retrieval
effort T(r), which varied between 1 and 4 in the test. In the
second report of this series (ref 3), it is shown that in the
majority of cases, the observed average recall ratios were less
than 10 percent below the optimum obtainable for a given n and r.

We have now derived estimates for precision and recall based
on observations from the test. Also, an estimate for the re-
trieval effort X (r) was obtained. We found evidence for our as-
sumption that the precision p is a true systems parameter of rele-
vance; however, recall can be estimated only for subsets of retrieval
data with constant r. In Part V, confidence intervals will be

14
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established for both relevance and recall. The purpose Is here to

determine accuracy or reliability of our estimates derived so far.

V. DETERMINATION OF CONFIDENCE INTERVALS

While a detailed discussion of the significance of confidence
intervals would be beyond the scope of this report, a few explanatory
remarks seem appropriate for the nonstatistically minded reader.
Assume a statistical parameter p to be estimated by calculating jP
for each of a large number of samples. Then for each sample, a con-
fidence interval is determined so that p is contained within the
intervals for a high proportion of samples, while it may fall out-
side the interval in a few cases. The small probability that p
will fall outside the upper or lower limits of the intervals has
to be preselected before the limits are calculated, and is called
level of significance. For this report, the level of significance,
often denoted a, is chosen to be 0.025. The value of 2a can be
thought of as the probability of making an error in claiming that
the calculated limits include p.

In symbolic notation, using P to denote the lower limit and p to
denote the upper limit and P to danote the probability for the
statement in brackets to be true

S<p < = 95 r (13)

Equation (13) is equivalent to the proposition: the true value of
the parameter p will be contained in the limits as determined from
samples in 95 percent of all cases, or, in roughly 95 percent of a
limited number of samples analyzed. In a very loose sense con-
fidence intervals may be likened to error bounds about the true
value of the parameter.

If the preselected error probability 2C is small, the investi-
gator may have a high degree of confidence in his assumption that
the true value of the parameter estimated will fall within the
limits of the error bands.

After these general remarks, we will give confidence bands

about o(r) and p.

A. Confidence Intervals about Recall;,p(r)

In Appendix D, it is shown that N has a Poisson distribution
with variable nkl and mean kX(r)p

If we define:
X'(r) - kX(r)p, (14)

16
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We can use statistical tables (ref 7) for confidence intervals
about the mean of a Poisson distribution to find upper and lower
limits for X'(r). The corresponding intervals about p(r) = X(r)p/r
may then be obtained using the identity

MOP )' (r)
),(r~ • •(15)

r 
kr

and we can write

(r) < p (r '() < 1 --i 0.95 (16)S<<~r kr J (6

for a level of significance a = 0.025.

In figure 3, confidence intervals about p(r), estimated by "(r)0 are
presented as vertical lines for each sample of data with fixed r.
The number of retrieval runs is shown under each value of r. for
r = 1 to 10. Some comment is needed for the sample with r = 1;
here, the upper limit on p(r) was found to be larger than 100 percent.
The reason is that in 8 out of 59 valid retrieval runs involved, n
exceeded r, which disagrees with our original assumption made for
the model.

B. Confidence Intervals about Precision p

Since the distribution of the average relevance ratio for k
runs is not known, intervals about p have been determined using
the upper and lower limits for )'(r) tabulated (ref 7). By de-
finition (14) we have

),'(r (17)
P kX(r)

and using 1(r) to estimate the unknown parameter M(r) in (17),
we get an estimator for p:

X'(r) (18)

p kX (r)

From (18), upper and lower limits on p can be obtained as

k(r)(19)

17



-4J

+)

P-0-40

00

4 ;
wS

0

IL
4

mw

-y I4

km

JO



and

p = (20)
kX(r)

For several samples, upper limits on p determined from (20) ex-
ceeded 100 percent. This seeming inconsistency is, however,
easily explained:

(1) the relevance as estimated from these samples was
90 percent;

A

(2) In (20), the unknown Mdr) had to be estimated by X(r).

From (1) and (2), it follows that if• (r) underestimates X(r) by more

than 10 percent, ) will exceed 100 percent.

There is., however, a way of avoiding this problem. Since we are
practically interested here in a lower limit only, which will
enable us to say that, based on a given sample of data and a level
of significance Cf. the true systems relevance p Is better than
some lower limit p, we can use a different method, to determine a
one-sided confidence interval about p. This would correspond to a
probability statement

P~p > = 1 - 23 - 95 percent (21)

which is, for Cf = 0.025, equivalent to saying: the probability
that precision p Is greater than P lower limit j is equal to 95
percent.

Lower limits for p determined in this fashion and the cor-
responding v lues of p . r x /En 1 are given In table I, for each sub-
set of retritval runs with a given value of ro for ru., 2. .... , 18.
For r > 18, the aimples were too small to allow the determination

of meaningfu. limits.

Table I. rAM-81ded Confidence intervals on Precision p, L2timated

from Samples of Data with Constant r

" I°I 63 71 87 92l 90 2I 68 63 751 92 189 100 90 100 100

_:., .I I I l l lll l I 1l



An example may serve to explain how the data from table I
can be used to interpret our test results: From the group of
retrieval runs performed for all document-based questions with
r w 8, we eptimate the precision to be 90 percent. Based on
this sample of data, we are also confident* to say that the true
precision p is better than 78 percent. Going to the next sample
with r = 9, we would estimate p to be 92 percent, with a lower
limit of 74 percent. The smaller sample size for r = 9 causes
a decrease in the lower limit for p. since k, the number of trials,
appears in the denominator of the formula (19) for •. Results for
the other samples should be interpreted in the same way. For the
majority of samples, the estimate for p is better than 80 percent,
and the lower limit better than 70 percent. This result should
allow an evaluator of ABC systems performance to be confident
that the precision of the system under test conditions is better
than 70 percent. Unfortunately, the lower limits on p had to be
determined for small samples from subsets of data with constast r,
since the quantity 1(r) that depends on r, was involved in the cal-
culating. If precision estimated from all test data (• 85.7
percent) would have served as a basis for a determination of p,
the lower limit would have been better, maybe close to 80 percent.

C. SUA.46RY

We can summarize the results of our discussion of the errors
Involved in the estimation of relevance and recall from our test
data in the following statements:

(1) Recall, defined as the expected value of the average
recall ratio, is high when estimated from samples of data with a
low value of r. For example, retrieval runs (about 80 runs in the
test) for which there was only one relevant document in the col-
lection (r = 1) yielded an estimated recall of more than 80 percent.

When estimated from samples with somewhat larger values of r,
say r - 2-.5 recall decreases to 33 percent; the corresponding
lower limits decrease from about 60 to 20 percent. At still higher
values of r up to r w 10, recall shows a further decrease,-though

at a much slower rate- to about 17 percent with a lver limit of
15 percent. The reader should remember that the model estimates
recall simply as the average recall ratio observed; therefore, the
estimates given here represent data observed In the test. It
should also be mentioned at this point (see reference 3 for de-
tailed discussion) that the actual average recall ratios observed

0
The degree uf this subjective confidence can be specified by re-
lating it to the numerical value of the error probability
20w 5 percent, in (21).

20



in the test were only a few percent short of the optimal recall

ratios obtainable for the observed number of documents retrieved.*

(2) The model allows systems relevance p to be estimated
effectively both from all data as well as from subsets with con-
stant r; to a first approximation, the estimates of p obtained
from subsets of data with constant r appear to be independent of
r. For a level of significance of a = 2.5 percent, the lower
limits on p, as determined from a one-sided interval, are greater
than 50 percent for all samples with a constant r, r = 1 to 18,
the majority being greater than 70 percent. On the basis of all
test data (fig. 1), we estimate the ABC systems relevance as P=85.7
percent. Based on subsets of test data with constant r(r=l,2,o..18),
we find 63 < p < i00 percent, and for the majority of samples,
p > 80 percent.

Evidently, the model is successful in as much as a basic
assumption, the existence of a constant precision parameter p, is
confirmed by the test data.

The soundness of the model is further corroborated by the fact
that the second assumption) the equivalence of the retrieval pro-
cess under test conditions with a Poisson process, leads to pro-
bability laws for the variables x, y and n that are closely ap-
proximated by the observed data.

If n documents are retrieved In a particular run, the optimal

recall ratio obtainable it evidently n/r, e.g. all documents

retrieved are relevant.
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APPENDIX A.-Rationale for the Assumption of a Poisson Distribution

for X

(1) The Poisson Process and the Poisson Distribution

This development follows closely that given in Cox and
Miller (pp 146 ff).

A Poisson process is a point process on the real axis.
We let N(tt+At) be the number of these events that occur in the
interval between t and t+At. The length, At. of the interval is
aNsu d to be small. Let p be a positive constant. We further
assume

Prob [N(t3 t+At) = 0 ] = 1 -pAt + o(At)

Prob [(t, t+At) = 1 ] = p At + o((t)

so that

Prob [N(t, t+t) a 2 1 = o(At)

also N(O, t) and N(t, t+At) are independent, o(At' is a number
smaller thln At. For most practical purposes we may assume it
to be zero, Roughly speaking we have assumed: the probability of
one event oocurring in a small interval At is proportional to the
length ef the interval; the probability of more than one event
occurring in the interval is zero; on the average p events will
occur per unit of measurement; the occurrence of an event in one
interval does not affect the occurrence in another disjoint
interval. This is the Poisson process.

Let N(t) = N (0, t) = number of events that occur in the interval
(0., t) and let pI(t) = Prob IN(t) = f]l i = O 1,9

pi(t + At) = Prob (N(t+At) = i1 =

Prob [N(t) = i and N(t, t+At) = 01

+ j)rob (N(t) = i-1 and N(t, t+At) = i]

4 Prob (N(t) = i-k and N(t, t+At) =k

k=-2

- pi(t,(l-pAt+ o(st)) + pjil(t)(pAt + o(t))
i

+ I Pl-k(t) o Ot)

k =2
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By the independence of "N" on nonoverlapping increments, thus letting
p 1 (t) be zero, we have the formula
p (t + At) =-P (t)(1-pAt) + Pi. (t) At At + o(At)
w~ich yields the differential equationb

Pi(t) = -PPi(t) + Ppi-l (t) and the boundary conditions

P0 (O) = 1, P (O) = 0 i = 1, 2, -0.

Consider now the generating function
a

G(Z, t) = I Pilt) Zi

i=O

- -pG(Z, t) + pZ G(Z, t) = p(Z-1) G(Z, t)

G(Zt) = A(Z)e-Pt + ptZ

Since G(Z,0) = P p i(O)Zi = 1

by the boundry-c6nditions, A(Z) . 1

and

Prob N(t) = i f pi(t) =-d G(Z, t)

e-Pt (Pt).

Hence N(t) = number of events that occur in the interval (0, t)
has a Poisson distribution with parameter pt

(2) The Retrieval Process

Through the arrangement of document descriptions in the
ABC index, any given question will guide the searcher to certa!n
subsets of descriptions.
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In a first approximation, reference is provided from the
iý,%ywords of the question to the corresponding cluster of descrip-
tions permutated under those keywords or under synonymous terms.
These subsets of descriptions may contain, in typical cases,
between 20 and about 100 items. with a few descript.ons pertaining
to relevant documents interspersed. The searcher will then scan
through the subset of descriptions and select those that seem to
pertain to relevant documents. After the search is complete, the
documents pertaining to the selected descriptions are evaluated
with regard to their relevance to the inquiry (ref 3, page 6). The
total set of descriptions selected is then divided into a subset
pertaining to relevant documents and a subset pertaining to non-
relevant documents.

(3) Retrieval as a Poisson Process

A correspondence between the mathematical process out-
lined in (1) and the physical process outlined in (2) can now be
established. We shall first discuss the retrieval of relevant
documents. The subset of descriptions scanned corresponds to the
real axis, The selection of a relevant description* is a point
event on this axis and N(tt+At) the number of descriptions se-
lected in an interval At.

Our At consists of one description. Hence N(tlt+At) can
be either zero or one. If we now say that there is some rate p,
at which the relevant descriptions will be selected, the correspond-
ence between the two processes is complete. Finally it now follows
that the number of relevant documents retrieved from this subset
has a Poisson distribution with parameter pld1 where d, is the
number of documents in the subset,

Similarly, there is a process with the same type of
factors operating for the retrieval of nonrelevant documents. Te

number of those that are selected has a Poisson distribution with
parameter pgcd.

*The term "relevant description" stands for "description pertain-
ing to a relevant document."
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APPENDIX B.-Derivation of f (xjn).

Let x, y, and n be defined as on page 7. Assume x and y are
independent and Poisson distributed:

1LX!

e 1.
g (y•v) e y,

Let Q x(t) and Q y(t) denote the characteristic functions of x

and y.

Then

Qx+y=n(t) = Qx(t) Qy(t) = e- (l4ett)e-v(l+ee t e"(p~v)(l~tti

Letting v + 4 = X, we have

-X(1 4 ,eit)
Qn(t) 

= e

and the pmf of n, say g(n), is obtained as:

g(n) =e-, ,n
en.

Now let h(x, n) denote the Joint pmf of x and n

Then

f(xjn) 
h(xn)

g(n)

- h (x, y n - x)
g(n)

e P- (n-x)

- (n -x).

e-), )n

n!.
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S n! (J~.•)x (_)(n-x)
(n-x), x. X

Letting p = and -p q

we finally obtain the pmf of x, given n:
i (x tn=(n) px q (n-x).

p "
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APPENDIX C.-Derivation of the Maximum Likelihood Zstimaes for p
and X(r) Based on a Series of Observations of (X, n).

Suppose we observe the outcomes of k trials

S=•, • •Xk

7-1 = 1L, 
7
0g _5 Y . . . N-

The advantage of the maximum likelihooa methodI is now that
the distribution of the Z need not be known. All we need is the

joint pmf for all observed pairs (Xif fi), i = 1 ... k. Since (6)

holds for each pair (Xi, nfi), we have for the joint pmf for all

pail's
k 21;: 1U(n I-EXI ) -kX(r) Eni

=T~h(Xij, n, p) 7g
i=l V-- (nil)

Besides p. this distribution contains X(r) as parameter. Next,
we define the likelihood function L H In H:

niI~nU T(x) + •xi p (zi- iinq "kX(r) + •intr

- In f TF (1'i-}

Estimates for :'ie parameters p and X(r) can now be de-
termined by maximi:.-ing L with regard to these parameters. We ob-

cain ' by solving ý- = 0 for p:

ai-al, EXi (Zn i D- •X
a --- 0

k

p =f -1--
E ni

i=l

t(r) is obtained in a similar manner by solving - 0 for
X(r): :Xr

--k +iT " 0
aX(r) 0

k

Sni
X(r) k =k
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Appendix D.-Derivation of the Recall ParameterpLr

(1) For a Single Observation of (x, r).

Let V - and p, (r) = E(y).

Substituting er for x in (6) we obtain the joint pm! of y and n

n )pyrqn-r-(r (r
I(y, n; p, r) -- (Yr ([ r) ) f/n

1 2y= 0,- r3 r.°*; n =f yr, yr +1 et .g

Summing this pmf over the values of n we obtain the pmf of y.

iv(y, p, r) = Z(y, n; p, r) P P e

n--yr (yr) n--yr

= [X(r) pYre -(rX(r) e ql(yr)!

= [),(r) p]Yre-)(r)ý(yr) !

yr o il Ij ... or equivalently

y = o, 1/r, 2/r,...

Thus yr has a Poisson distribution with moan E[yr] - X(r)p and

since r is a constant

p,(r) - =(y _]
r

The moment generating function V (t) of ry is defined by;

MNr(t) F -v (e yt e ryt* (y; 0r)

= e-X(r )p (e t )(r)p)ry/(ry)
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-X(r)p eetX(r)p
e- (r)p• 1-et]=e- e

We will now derive p(r) for k subsequent inquiries performed
either by k different operators on one question or by one operator
on k different questions with constant r.

(2) Derivation of p(r) for k Observations of (x r)

We define the average recall ratio for k runs with
constant r by

k

S- • = ZXi and pg(r, E[•1
S~i=l

The moment generating function of rky is

M r(t) = E(er'kt) = E [e(Eryi)tt

= iT i [e(ryi)(t)] = IT M r (t)

= [Mry(t = -kX(r)p [ 1-et]

Since the moment generating function is unique, rle is Poisson
distributed with mean k•(r)p

Hence

P 2 (r) - p = P1 (r)
r

p)X(r)and we define p(r) = pl(r) a p2 (r) = r
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APPENDIX E.-A Second Look at the PrDblem

(1) Coatini.ency Tables and Conditional Probabilities

We will now briefly discuss the relationship between the
model developed so far and a similar approach* recently suggested,
which in turn makes use of the notions and concepts introduced by
John A. Swet3 (ref 8) and R.A. Fairthorne (ref 9).

Swets arranges the important variables of a retrieval
subsystem in a 2 x 2 contingency table with attributes R for re-
trieved and p for pertinence (here synonymous with relevance).

P: Pertinent j: Nonpertinent Totals:

R: Retrieved a b a + b

R: Nonretrieved c d c + d

Totals: a + c b + d a + b + c + d

Here, a, b. c, and d denote the frequencies o0 occurrence of the four
conjunctions; e.g., a is the number of pertinent items retrieved, etc.

The following table shows the four possible conjunctions of
R, Rp P, P that can be derived from Figure 4 in relation to the four
basic retrieval situations and their conventional designations:

Conventional
Conjunctions Retrieval situation designation

(a) (7.R) Pertinent, retrieved hit

(b) (P-.R) Nonpertinent, retrieved false drop

(c) (Po11) Pertinent, nonretrieved miss

(d) (P.R) Nonpertinent, nonretrieved correct rejection

Based on these situations, 9wats defines fovr conditions pro-
babilities:

PrP(R) a cond prob. for a pertinent item to be retrieved

P•R) m cond prob. for a nonpartinent item to be retrieved

Pr (1) - cond prob. for a pertinent item to be missedP

Arthur D. Little,personal communlcation
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Pr (R) - cond prob. for a nonpertinent item to be missed

They can be estimated by the following functions of the freý:uencies
of occurrence a, b, c, and d:

a+0) estimates Prp (R)

b
(b) estimates Pr-(R)

(c) - estimates Pr (R)
a +c p

(d) d estimates Pr
( b+-

The conditional probabilities defined by Swets are not ex-
haustive; additional probabilities are definable based on the same

set of four retrieval situations, simply by reversing the sequence
of the attributes "P" and "R" to obtain another set of four con-

ditional probabilities, the first of which is Pr (P) = "cond.
prob, for a retrieved document to be pertinent is identical with
our precision parameter p. In the following secticn, we will
introduce a second probability model which is basea on the four
conditional probabilities as defined; since the basic parameter
of this model is recall "Cl"* as compared with precision "p" in

the first model, we will distinguish the two by denoting them
"Cl-model," or "p-mvodel"; respectively.

(2) The Ca-Hodel

Let us now define
V

PrP(R) a a (probability of a hit, recall)

Pr_(R) ý_ 1-0 (probability of a ftlse drop)
P

Pr (R) a 1-2 (probability of a misd)
P

(1) a 0 (probab•llity for correct rejection),

and lot x de.ote the number of relevant documents retrieved

(in response to the ith inquiry) out of a collection of N( docu~ents
where it is know~n that rI documents are relevant to the inquiry.

0

tollowing A. D. Little notation
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Further let yidenote he number of nonrelevant documents retrieved;

hence nf - Xi + Y1  deoote the total number of docwents retrieved.

With these definitions anO5 under the assumption that sampling
takes place with replacemenL, the distribution of x is binomial
with mean ar 1 , the corresponding pmf being

f(xi, a) = (ri) a xi(l-a)ri-i xxi 01, , 2, *.,z"
xi

g(yj, (I-))-- (Nri)(,)Yi 0 N-1-Yi; 0i = O,l,2...N-r;

For the combined density of xI + Y= ni, we have

r 
,

h(ni) = If(xi J)" g(yi : (ni - JW))]

J=O
with mean

E[ni] =Cer + (N- ri)(l-0)

These equations together with the definitions and assumptions
listed on p. 32, form the basis for the Q-model. It will be shown,
however, that the new model subsequently called a-model, will under
certafn conditions lead to the same results as the p-model, for:

(a) the maximum likelihood estimate for a1, the hit probability
of the CO-mo•el, which corresponds -o p(r), the recall parameter in
the p-model.

(b) the pmf for the observed recall-ratio x/r.

The conditions aru essentially those which relate the binomial pof
to the Poisson pwf, I.e. for laige N, large r and small cr such that
rM remains finite, the PoIsson paf closely approximates the binomial.

(3) Pelation between a-Model and p-Model

(a) The Maximum Likelihood Estimate of the Hit-Prob-

The Joint pof f. responses xj, lia, 2, ... k. to k
inquiries for each of which there are exactly r relevant documents
In the collection, is given by using

kC k r x~ r-Xi
f(x1, x 2 y$*. xk, a) -7Ti (x1,a) a TT~ ( )a t(1-a) .

Awl I-!l I
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]k
The corresponding likelihood function is

k k

L = In f(x 1 , x2 ,.... 0) = in ,'I) + Zxi In a +[kr-Zx I ]ln(1-a)

i=l i=l
The maximum likelihood estimate of a, say&, is that value of a that
maximizes L, i.e., the solutton to

50L -- O,

Hence

5L -xi (kr-Exj) X I=0; and

Evidently, & = •(r), the estimate for the recall parameter according
to the "p" model.

(b) The 2robability mass function of the reca]l ratio
x/r' states.

.4

f(x) = (r) X(l.)r-x x'0 1, 2, .ore
-" X

Introducing z = - and replacing x by rz, we get

Sr ) rz z(.r-rz

g(z) = (r z)a ,( - ; rz=0, 1,2, ,..r

Then, for large r and small C such that r1 remains finite,
it can be shown that the binomial expression for g(z) reduces to

g(z) (rz) rz = 0, 1, 2 ... r

when the parameter • = l•,

In the p-model, we had arrived at the same result except that the
parameter was g = \(r)p.(X(r) and p 99 previously defined for the

p - model). Hence we have

rc = g = M(r)p,

a L(-r)P = P(r).
r

*In this paragraph, function symbols that had been introduced in

previous sections are used again with a different meaning as defined
here.
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